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Engage with Open Source community,
foster adoption, become CNCF project
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Homogenously on Hyper-Scale Providers and for the Private Cloud

Full Control of Kubernetes,
Homogeneous Across All Installations

AWS, Azure, GCP, Alibaba and Others

Private DCs for Data Privacy:
OpenStack 
and eventually Bare Metal
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with Minimal TCO and Full Day-2 Operations Support

Full Automation, Backup & Recovery,
High Resilience and Robustness, Self-Healing,
Auto-Scaling, …

Rollout Bug Fixes, Security Patches, 
Updates of Kubernetes, OS, Infrastructure,
Certificate Management,
…



Gardener Mission

Provide and establish solution for Kubernetes Clusters as a Service

Homogenously on Hyper-Scale Providers and for the Private Cloud

with Minimal TCO and Full Day-2 Operations Support
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Primary Gardener Architecture Principle

Following the definition of Kubernetes…

Kubernetes is a system for automating
deployment, scaling, and management
of containerized software

…we do the following:

We use Kubernetes to deploy, host and operate Kubernetes
Control planes are “seeded” into already existing clusters
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Primary Gardener Design Principle

“Let Kubernetes drive the design 
of the Gardener.”

Do not reinvent the wheel …
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Where are all these clusters coming from?

Garden clusters are installed on a bootstrap cluster
• in GKE, EKS, AKS
• set up using Gardener’s Kubify
• DR setup with the Gardener Ring (planned)

Seed clusters are created as shoot clusters by the Gardener

Shoot clusters are created by their seed cluster 
which is managed by the Gardener

https://github.com/gardener/kubify


Gardener Demo





Gardener Community Installer

Setting up a Gardener landscape is not trivial,
so we have a community installer:
https://github.com/gardener/landscape-setup

• Many shortcuts to make it simple (Gardener and Seed in a single cluster)

• Do not use productively!
• You can use it as a starter for a productive setup
• Different cluster and different cloud provider accounts recommended

https://github.com/gardener/landscape-setup
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Gardener Blog
CNCF Presentation

Kubernetes Podcast
Hacker News

Reddit

Gardener is Open Source

Long-Term Goal

Become CNCF Project

https://kubernetes.io/blog/2018/05/17/gardener/
https://www.youtube.com/watch?v=DpFTcTnBxbM
https://kubernetespodcast.com/episode/005-documentation/
https://news.ycombinator.com/item?id=17098558
https://www.reddit.com/r/kubernetes/comments/8k60nz/gardener_the_kubernetes_botanist/


Thank You!

GitHub https://github.com/gardener

Home Page https://gardener.cloud

Wiki https://github.com/gardener/documentation/wiki

Mailing List https://groups.google.com/forum/?fromgroups#!forum/gardener

Slack Channel https://kubernetes.slack.com/messages/gardener

Community Installer https://github.com/gardener/landscape-setup

https://github.com/gardener
https://gardener.cloud/
https://github.com/gardener/documentation/wiki
https://groups.google.com/forum/?fromgroups
https://kubernetes.slack.com/messages/gardener
https://github.com/gardener/landscape-setup
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Problem
• Node provisioning and de-provisioning is out of scope of current Kubernetes
• In the beginning we used terraform scripts ➦ unmanageable
• No mechanism

• to smoothly scale clusters 
• upgrade cluster nodes for all providers

Machine Controller Manager
• Node custom resources to manage nodes via k8s API
• Plugins enable support for different cloud providers
• Enables cluster auto-scaling and upgrade of cluster nodes

Kubernetes Machine Controller Manager



MCM Model

Model for Kubernetes 
deployments works great 
So why not use it for 
machines?

Pod

ReplicaSet

Deployment

Machine

MachineSet

MachineDeployment
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Machine Controller Manager - Components 

Machine Controller 
Manager

Machine 
Controller

Machine-
Set 

Controller

Machine-
Deployment

Controller

Cluster 
Auto-
scaler

Responsible for 
Managing 
Machines

Responsible for 
Maintaining set of 
healthy Machine 

replicas

Responsible for 
Managing Machine-sets 

(used for updates)

Scales the number of 
replicas based on 
load in the cluster

Create/delete 
Machines to maintain 

required replicas

Create/update 
Machine-sets to 
perform updates

Update no. of 
replicas based on 

load

Controllers cooperate, rather than racing with each other !
Parent-child relationship: Adoption of orphaned children


